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Abstract 

 

Real-time object detection is a critical task for a wide range of applications, including 

security, surveillance, and autonomous vehicles. In this paper, we propose a novel approach 

for achieving high accuracy in detecting intruders in video streams using YOLOv7, a state-of-

the-art deep learning-based object detection framework. Our approach leverages the strengths 

of YOLOv7, including its high detection speed and accuracy, and adapts it to the specific task 

of intruder detection in real-time video streams. We introduce a new dataset of intruders in 

indoor and outdoor environments, and demonstrate the effectiveness of our approach in 

accurately detecting intruders in real-time. We compare our approach to other popular object 

detection frameworks, including Faster R-CNN and SSD, and show that our approach 

outperforms them in terms of both accuracy and speed. Our results demonstrate the potential 

of our approach for use in real-world applications where accurate and timely detection of 

intruders through facial recognition is critical. Convolutional Neural Networks (CNN) and 

YOLOv7 (You Only Look Once version 7) are an ideal choice in terms of accuracy and speed 

compared to other popular object detection algorithms. We also discuss some of the 

limitations of our approach and highlight opportunities for future research in this area. 

 

1. Introduction 

 

The rapid development of surveillance systems has created a need for efficient and accurate 

real-time object detection techniques to ensure security in various settings, including public 

spaces, private properties, and industrial facilities (Zhang et al., 2020). Traditional methods of 

object detection, such as sliding window and region-based approaches, have suffered from 

computational complexity and low accuracy, making them unsuitable for real-time 
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applications (Girshick, 2015). The advent of Deep Learning and Convolutional Neural 

Networks (CNNs) has revolutionized object detection by providing higher accuracy and faster 

processing (LeCun et al., 2015). 

 

One of the most prominent CNN-based object detection techniques is the You Only Look 

Once (YOLO) algorithm, which has undergone several improvements since its inception 

(Redmon et al., 2016). The latest version, YOLOv7, has demonstrated remarkable success in 

real-time object detection tasks, offering improved accuracy and speed over its predecessors 

(Wang et al., 2021). In this research paper, we aim to evaluate the effectiveness of YOLOv7 

in detecting intruders in video streams, with a focus on optimizing the algorithm for enhanced 

accuracy and real-time performance. The importance of accurate intruder detection in video 

streams cannot be overstated, as it is critical to ensuring the safety and security of people and 

property (Liu et al., 2018). Previous studies have reported the application of earlier versions 

of the YOLO algorithm for intruder detection, but there is a dearth of literature focusing on 

the performance of YOLOv7 in this context (Chen et al., 2019). Our study aims to fill this gap 

by comprehensively analyzing the performance of YOLOv7 in detecting intruders in real-

time video streams. 

 

We begin by providing a comprehensive review of the literature on object detection methods, 

their evolution, and the performance of various algorithms, including the YOLO family, in 

different scenarios. Next, we discuss the innovations introduced in YOLOv7, such as the 

adoption of novel-loss functions, anchor box adjustments, and architectural refinements 

(Wang et al., 2021). We also explore the challenges and limitations faced by the YOLOv7 

algorithm in intruder detection tasks, such as camera occlusions, variable lighting conditions, 

and camera angle. The methodology section of our paper details the data collection, 
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preprocessing, and model training processes. We describe the construction of a custom 

dataset, combining publicly available surveillance datasets with new video footage, to ensure 

diverse and representative samples for training and testing the model. We also outline the 

preprocessing techniques employed, such as data augmentation, normalization, and image 

resizing, to improve the model’s performance. 

 

In the results section, we present a thorough evaluation of YOLOv7’s performance in 

detecting intruders in real-time video streams. Our experiments involve comparisons with 

other state-of-the-art object detection models, such as Faster R-CNN (Ren et al., 2015), 

Single Shot MultiBox Detector (SSD) (Liu et al., 2016), and RetinaNet (Lin et al., 2017), 

using metrics such as mean Average Precision (mAP), Intersection over Union (IoU), and 

processing speed. Finally, we discuss our findings, highlighting the strengths and weaknesses 

of YOLOv7 in intruder detection tasks. We offer insights into possible improvements and 

adaptations to the algorithm for better performance and provide suggestions for future 

research. This includes exploring the integration of YOLOv7 with other machine learning 

techniques, such as tracking algorithms 

  

2. Literature Review 

 

2.1. Detailed review of object detection methods 

 

Object detection has been a central topic in computer vision research for decades. Early 

approaches to object detection relied on hand-crafted features, such as Scale-Invariant Feature 

Transform (SIFT) (Lowe, 2004) and Histogram of Oriented Gradients (HOG) (Dalal & 

Triggs, 2005), combined with machine learning classifiers like Support Vector Machines 
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(SVM). However, these methods were often limited in terms of accuracy and computational 

efficiency. Moreover, these traditional methods were not well-suited for real-time 

applications due to their high computational demands (Zhang et al., 2020). 

 

2.2. Evolution of the YOLO algorithm 

 

With the rise of deep learning, researchers began to utilize Convolutional Neural Networks 

(CNNs) for object detection tasks (LeCun et al., 2015). The first generation of CNN-based 

object detectors, such as R-CNN (Girshick et al., 2014) and Fast R-CNN (Girshick, 2015), 

utilized region proposal mechanisms to identify potential objects in an image. While these 

approaches led to significant improvements in accuracy, their processing speed was not 

suitable for real-time applications. The introduction of Faster R-CNN (Ren et al., 2015) aimed 

to address this issue by incorporating a Region Proposal Network (RPN) to generate 

proposals directly within the network, thereby improving detection speed. 

 

YOLO (You Only Look Once) was introduced by Redmon et al. (2016) as a single-stage 

object detection algorithm, which eliminated the need for region proposals and enabled real-

time object detection. YOLO divides an input image into a grid and predicts bounding boxes 

and class probabilities for each grid cell. This unified approach allowed YOLO to achieve 

impressive speed while maintaining competitive accuracy. Since its inception, the YOLO 

algorithm has undergone several iterations, including YOLOv2 (Redmon & Farhadi, 2017), 

YOLOv3 (Redmon & Farhadi, 2018), and YOLOv4 (Bochkovskiy et al., 2020), with each 

version offering improvements in terms of speed and accuracy. 
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2.3. Advancements introduced in YOLOv7 

 

The latest version, YOLOv7 (Wang et al., 2021), builds upon the strengths of its predecessors 

and introduces several innovations to further enhance its performance. Key advancements in 

YOLOv7 include the use of novel-loss functions to improve training stability, adjustments to 

anchor boxes to better capture object scale variations, and architectural refinements for 

improved feature extraction. YOLOv7 also benefits from the incorporation of state-of-the-art 

techniques, such as Bag of Freebies (BoF) and Bag of Specials (BoS), which contribute to its 

increased accuracy and speed. 

 

These improvements have resulted in YOLOv7 achieving state-of-the-art performance in 

various object detection benchmarks, such as COCO and Pascal VOC (Wang et al., 2021). 

YOLOv7’s real-time capabilities and high accuracy make it a promising candidate for 

intruder detection tasks in video surveillance systems. 

 

2.4. Existing studies on YOLO for intruder detection 

 

Several studies have explored the use of YOLO and its variants for intruder detection in video 

surveillance systems. Chen et al. (2019) used YOLOv3 for detecting intruders in a video 

surveillance system and reported promising results. In another study, Liu et al. (2018) 

employed YOLOv2 for real-time human detection in video streams, demonstrating the 

potential of YOLO for security applications. Zhang et al. (2017) also investigated the use of 

YOLOv2 for detecting people and vehicles in surveillance videos, achieving satisfactory 

detection performance in real-world scenarios. 
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Meanwhile, researchers have also examined the performance of other deep learning-based 

object detectors for intruder detection tasks. For instance, Chen and others applied the Single 

Shot MultiBox Detector (SSD) (Liu et al., 2016) for human detection in video streams and 

achieved high detection accuracy, while Gao and others employed the RetinaNet (Lin et al., 

2017) for intruder detection and reported significant improvements over traditional methods. 

Despite these advancements, a comprehensive evaluation of YOLOv7 and its comparison 

with other state-of-the-art object detectors in the context of intruder detection is still lacking 

in the literature. 

 

2.5. Identification of gaps in current literature 

 

Despite the advancements in YOLOv7 and its potential for real-time object detection, there is 

limited research on its application in detecting intruders in video streams. Moreover, a 

comprehensive comparison of YOLOv7 with other state-of-the-art object detection 

algorithms, such as Faster R-CNN, SSD, and RetinaNet, in the context of intruder detection is 

still missing from the literature. This is particularly important because different algorithms 

may exhibit varying performance characteristics depending on the specific application and 

environmental conditions. Furthermore, most existing studies on intruder detection focus on 

specific types of intruders, such as humans or vehicles, without considering the broader range 

of possible intruders that may appear in video surveillance scenarios. Consequently, there is a 

need for research that examines the performance of object detection algorithms like YOLOv7 

in detecting a diverse set of intruders under various environmental conditions and scenarios. 

This study aims to fill these gaps by evaluating the performance of YOLOv7 in detecting 

intruders in video streams and comparing it with other leading object detection models. 

Additionally, this research will explore the algorithm’s capabilities in handling different 
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intruder types and investigate the impact of environmental conditions on detection 

performance. 

 

3. Methodology 

 

In this section, we present a detailed description of the methodology employed in our study to 

evaluate the performance of the YOLOv7 algorithm in detecting intruders in real-time video 

streams. Our methodology comprises four main steps: data collection, preprocessing, model 

training, and performance evaluation. These steps are crucial in ensuring the robustness and 

validity of our findings. 

 

3.1. Data Collection 

 

Constructing a comprehensive dataset is essential for training and evaluating the YOLOv7 

model in the context of intruder detection. We combined publicly available surveillance 

datasets with new video footage to ensure diverse and representative samples for training and 

testing the model. The publicly available datasets used are the Cifar 100 dataset (Krizhevsky 

et al, 2009) and INRIA Person dataset (Dalal & Triggs, 2005). The INRIA Person dataset is a 

dataset of images of persons used for pedestrian detection. It consists of 614 person detections 

for training and 288 for testing. The CIFAR-100 dataset consists of 60,000 32x32 color 

images in 100 classes, with 600 images per class. There are 500 training images and 100 

testing images per class. The 100 classes in the CIFAR-100 are grouped into 20 superclasses 

including household furniture, animals, automobiles, trees, people, food, and vegetables. 
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In addition to these datasets, we collected new video footage from real-time surveillance 

cameras of our private properties and our faces for classifying intruder/non-intruder. The final 

dataset was split into 80% for training and 20% for testing purposes, following standard 

practice in machine learning research (Kelleher et al., 2015). 

 

3.2. Preprocessing 

 

The preprocessing stage plays a vital role in preparing the data for model training and 

evaluation. We applied data augmentation techniques, such as random scaling, rotation, and 

horizontal flipping, to increase the size and variability of the dataset, enhancing the model’s 

ability to generalize to new scenarios (Shorten & Khoshgoftaar, 2019). Additionally, we 

introduced random changes in brightness, contrast, and saturation to improve the model’s 

robustness to different lighting conditions (Perez & Wang, 2017). 

 

Normalization was performed to scale pixel values within a standard range (0-1), reducing the 

effect of illumination variations and promoting the model’s convergence during training 

(Ioffe & Szegedy, 2015). Furthermore, images were resized to the required input size for 

YOLOv7 (e.g., 608x608 pixels) to ensure compatibility with the model’s architecture (Wang 

et al., 2021). 

 

3.3. Model Training 

 

We employed a two-stage process for training the YOLOv7 model. First, we initialized the 

model with pre-trained weights on the datasets, a common practice in transfer learning to 

accelerate convergence and improve the model’s performance (Yosinski et al., 2014). This 
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initialization allowed the model to leverage pre-existing knowledge of object detection tasks, 

enabling faster adaptation to the specific context of intruder detection. 

 

Next, we fine-tuned the model on our custom dataset using the stochastic gradient descent 

(SGD) optimization algorithm, with a learning rate of 0.001, momentum of 0.9, and weight 

decay of 0.0005 (Kingma & Ba, 2014). The model was trained for 50 epochs, with a batch 

size of 25, using a multi-scale training strategy to enhance its ability to detect objects at 

different scales (Wang et al., 2021). It was also trained on three Convolutional Layers 

(Conv2D), two Max Pooling layers, and two Dense Layers (figure 1). We also utilized early 

stopping and learning rate scheduling techniques to prevent overfitting and ensure optimal 

convergence (Prechelt, 1998). 
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Figure 1: Model summary 

 

We then used our face dataset to train the intruder/non-intruder classification model. Through 

this training step, by the selected face recognition, the model can recognize whether the 

visitor is considered an intruder or non-intruder. 

 

3.4. Performance Evaluation 

 

To evaluate the performance of the YOLOv7 model, we employed three primary metrics: 

mean Average Precision (mAP), Intersection over Union (IoU), and processing speed. These 
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metrics provide a comprehensive evaluation of the model’s performance in terms of accuracy 

and efficiency in real-time object detection tasks. 

 

mAP is a widely used metric for object detection tasks, taking into account both precision and 

recall at different IoU thresholds to provide a single performance measure (Everingham et al., 

2010). It allows for a fair comparison between different models and is considered a standard 

benchmark in the field of object detection. IoU measures the overlap between the predicted 

bounding box and the ground truth bounding box, ranging from 0 (no overlap) to 1 (perfect 

overlap) (Rezatofighi et al., 2019). This metric is important for evaluating the spatial accuracy 

of the model, as it reflects the model’s ability to localize objects precisely within the image. 

Processing speed, measured in frames per second (FPS), is crucial for real-time applications, 

as it indicates the model’s ability to process video streams efficiently (Redmon et al., 2016). 

A high FPS value is essential for surveillance systems to ensure timely detection and response 

to potential threats or intrusions. 

 

To provide a comprehensive evaluation of the YOLOv7 model, we compared its performance 

with other state-of-the-art object detection algorithms, such as Faster R-CNN (Ren et al., 

2015), SSD (Liu et al., 2016), and RetinaNet (Lin et al., 2017). This comparison allowed us to 

determine the effectiveness of the YOLOv7 algorithm in the context of intruder detection 

relative to existing methods, thereby highlighting its potential advantages and limitations. 

 

4. Experiment Results 

 

4.1. Performance of YOLOv7 in intruder detection tasks 
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To evaluate the performance of YOLOv7 in intruder detection tasks, we trained the model 

using our custom dataset that combines publicly available surveillance datasets with new 

video footage. The dataset includes various challenges such as occlusions, variable lighting 

conditions, and camera angles, which can have a significant impact on the performance of 

object detection algorithms. We used a deep neural network architecture based on YOLOv7 

to train our model and assessed its performance using the mean Average Precision (mAP), 

Intersection over Union (IoU), and processing speed as evaluation metrics (Everingham et al., 

2010; Rezatofighi et al., 2019). 

 

Our results indicate that YOLOv7 achieved a mAP of 83.2% at an IoU threshold of 0.5, 

which is significantly higher than earlier versions of YOLO and other state-of-the-art object 

detection models in the context of intruder detection tasks. This high accuracy rate suggests 

that the model accurately identifies intruders in real-time video streams. Additionally, the 

model demonstrated an impressive processing speed of 51 frames per second (FPS) on a 

NVIDIA GeForce RTX 3090 GPU, which is suitable for real-time video analysis. These 

results confirm the effectiveness of YOLOv7 in detecting intruders in real-time video streams 

(Wang et al., 2021). 

 

4.2. Comparison of YOLOv7 with other state-of-the-art models 

 

To further validate the effectiveness of YOLOv7 in intruder detection tasks, we compared its 

performance with other state-of-the-art object detection models, including Faster R-CNN 

(Ren et al., 2015), SSD (Liu et al., 2016), and RetinaNet (Lin et al., 2017). We trained each 

model on the same dataset and assessed their performance using the same evaluation metrics. 
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Our experiments revealed the following mAP and processing speed results for each model: 

 

 

YOLOv7: mAP of 83.2% 51 FPS 

Faster R-CNN: 79.5% mAP 22 FPS 

SSD: 76.8% mAP 41 FPS 

RetinaNet: 81.3% mAP 31 FPS 

Table 1: Comparing YOLOv7 algorithm with other previous algorithms on mAP and FPS. 

 

These results indicate that YOLOv7 outperforms the other models in terms of both accuracy 

and speed. While RetinaNet achieved a higher mAP score than YOLOv7, its processing speed 

was much slower. Additionally, YOLOv7’s processing speed was much faster than both 

Faster R-CNN and SSD, making it a more suitable choice for real-time applications. 

Therefore, the experimental results confirm that YOLOv7 is the preferred choice for intruder 

detection in video surveillance systems (Wang et al., 2021). 

 

4.3. Discussion of results 

 

The experimental results demonstrate the effectiveness of YOLOv7 in detecting intruders in 

real-time video streams. The high mAP score suggests that the model accurately identifies 

intruders, while the fast processing speed ensures that the system remains suitable for real-

time applications. This performance is attributed to the enhancements introduced in YOLOv7, 

such as the adoption of innovative loss functions, anchor box adjustments, and architectural 

refinements. The comparison with other state-of-the-art object detection models further 

highlights the superiority of YOLOv7 in terms of both accuracy and speed. This performance 

advantage is particularly important in the context of intruder detection, where real-time 

detection is critical for ensuring public safety and security. The findings of our study have 
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important implications for the development of surveillance systems, particularly in high-

security environments such as airports, banks, and government buildings, where accurate and 

real-time intruder detection is essential. 

 

However, there are some limitations to our study that must be considered. First, the dataset 

we used was limited in terms of the number of intruder scenarios and the complexity of the 

environment. As such, further research is needed to evaluate the performance of YOLOv7 on 

larger and more diverse datasets. Second, while we compared YOLOv7 with other state-of-

the-art object detection models, there may be other models or techniques that can achieve 

better performance in intruder detection tasks. Despite these limitations, the experimental 

results of our study demonstrate the effectiveness of YOLOv7 in intruder detection tasks. The 

findings of our study contribute to the ongoing research in object detection and its 

applications in video surveillance systems. The high accuracy and fast processing speed of 

YOLOv7 make it a promising choice for real-time intruder detection, and further research can 

explore its potential applications in other domains as well. 

 

5. Discussion 

 

Our study aimed to evaluate the effectiveness of YOLOv7 in detecting intruders in real-time 

video streams, with a focus on optimizing the algorithm for enhanced accuracy and 

performance. The results of our experiments revealed that YOLOv7 outperformed other state-

of-the-art object detection models, including Faster R-CNN, SSD, and RetinaNet, in terms of 

both accuracy and processing speed. Our findings are consistent with previous studies that 

have reported the superiority of YOLO over other object detection models (Chen et al., 2019; 

Redmon et al., 2016). The latest version, YOLOv7, has built upon the innovations of its 
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predecessors, incorporating novel loss functions, anchor box adjustments, and architectural 

refinements to improve accuracy and speed (Wang et al., 2021). 

 

One of the key strengths of YOLOv7 is its ability to detect small objects accurately, which is 

critical in intruder detection tasks (Chen et al., 2019). This is achieved through the adoption 

of a feature pyramid network (FPN) that combines high-level and low-level features for better 

object localization and classification (Wang et al., 2021). Our experiments confirmed that 

YOLOv7 achieved higher precision and recall scores for detecting small objects than other 

models. Another strength of YOLOv7 is its real-time processing speed, which is essential for 

applications such as video surveillance. YOLOv7 can process up to 100 frames per second 

(fps) on a single GPU, making it ideal for real-time object detection (Wang et al., 2021). Our 

experiments revealed that YOLOv7 outperformed other models in terms of processing speed, 

while maintaining high accuracy. 

 

Despite its strengths, YOLOv7 faces some challenges and limitations in intruder detection 

tasks. One of the main limitations is the effect of occlusions, where objects are partially or 

completely blocked by other objects or obstacles including face mask, sunglasses, or covered 

by heavy coats. Occlusions can lead to false negatives or incorrect localization of objects, 

especially in crowded scenes (Zhang et al., 2020). Future research could explore the 

integration of YOLOv7 with other machine learning techniques, such as object tracking 

algorithms, to mitigate the impact of occlusions. Another limitation of YOLOv7 is its 

sensitivity to changes in lighting conditions and camera angles, which can affect object 

recognition and classification (Liu et al., 2018). Preprocessing techniques, such as 

normalization and data augmentation, can improve the model’s performance in varying 

lighting conditions (Wang et al., 2021). Future research could explore the use of multi-camera 
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systems and adaptive lighting techniques to improve object detection accuracy in different 

camera angles and lighting conditions. 

 

6. Conclusion 

 

In this study, we evaluated the effectiveness of the YOLOv7 algorithm in detecting intruders 

in real-time video streams. We constructed a custom dataset and employed preprocessing 

techniques to improve the model’s performance. Our experiments involved comparisons with 

other state-of-the-art models, such as Faster R-CNN, SSD, and RetinaNet, using metrics such 

as mean Average Precision (mAP), Intersection over Union (IoU), and processing speed. 

 

Our results showed that YOLOv7 outperformed other models in terms of accuracy and 

processing speed. We observed that the use of anchor box adjustments, focal loss functions, 

and multi-scale training strategies significantly contributed to YOLOv7’s enhanced 

performance. However, we also identified challenges and limitations, such as the need for 

diverse training samples and the algorithm’s susceptibility to occlusions and variable lighting 

conditions. 

 

Our study contributes to the existing literature by filling a gap in research on the performance 

of YOLOv7 in intruder detection tasks. Our findings demonstrate the effectiveness of 

YOLOv7 in real-time object detection and highlight the potential for further improvements 

through integration with other machine learning techniques, such as tracking algorithms. 

 

The implications of our research are significant for the field of surveillance systems, as 

accurate intruder detection is critical to ensuring the safety and security of people and 
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property. The application of YOLOv7 in real-world scenarios can provide enhanced security 

measures in public spaces, private properties, and industrial facilities. 

 

Future research can focus on further optimizing YOLOv7’s performance in intruder detection 

tasks through exploring the integration of other machine learning techniques, such as tracking 

algorithms, and adapting the algorithm to different scenarios and environments. 
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